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al., 2004; Sebat et al., 2004; Sharp et al., 2005; Tuzun et al., 
2005; Conrad et al., 2006; Hinds et al., 2006; McCarroll et 
al., 2006). A CNV is a term collectively used to describe 
gains and losses of DNA sequences  1 1 kb in length (re-
viewed in Feuk et al., 2006a) and the relative high frequency 
of CNVs in the human genome has generated considerable 
excitement in the field (Carter, 2004; Check, 2005; Lee, 
2005; Eichler, 2006). Since these changes can be hundreds 
of kilobases in size they can have a direct effect on transcrip-
tion and transcriptional regulation, which in turn may be a 
cause for disease susceptibility and phenotypic variation. 
There are currently more than 1,000 CNVs described in lit-
erature, but this represents only a small fraction of all CNVs 
expected to exist in the human population. 

  The main approach used to identify CNVs to date has 
been array-based comparative genomic hybridization 
(CGH) (Kallioniemi et al., 1992; Pinkel et al., 1998). The 

  Abstract.  The discovery of an abundance of copy number 
variants (CNVs; gains and losses of DNA sequences  1 1 kb) 
and other structural variants in the human genome is influ-
encing the way research and diagnostic analyses are being 
designed and interpreted. As such, comprehensive databases 
with the most relevant information will be critical to fully 
understand the results and have impact in a diverse range of 
disciplines ranging from molecular biology to clinical genet-
ics. Here, we describe the development of bioinformatics re-
sources to facilitate these studies. The Database of Genomic 
Variants (http://projects.tcag.ca/variation/) is a comprehen-
sive catalogue of structural variation in the human genome. 
The database currently contains 1,267 regions reported to 
contain copy number variation or inversions in apparently 
healthy human cases. We describe the current contents of 
the database and how it can serve as a resource for interpre-
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tation of array comparative genomic hybridization (array 
CGH) and other DNA copy imbalance data. We also present 
the structure of the database, which was built using a new 
data modeling methodology termed Cross-Referenced Ta-
bles (XRT). This is a generic and easy-to-use platform, which 
is strong in handling textual data and complex relationships. 
Web-based presentation tools have been built allowing pub-
lication of XRT data to the web immediately along with rap-
id sharing of files with other databases and genome brows-
ers. We also describe a novel tool named eFISH (electronic 
fluorescence in situ hybridization) (http://projects.tcag.ca/
efish/), a BLAST-based program that was developed to fa-
cilitate the choice of appropriate clones for FISH and CGH 
experiments, as well as interpretation of results in which ge-
nomic DNA probes are used in hybridization-based experi-
ments.  
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 During the last few years numerous studies have identi-
fied a large number of copy-number variants (CNVs) and 
other structural variants in the human genome (Iafrate et 

http://dx.doi.org/10.1159%2F000095916


Cytogenet Genome Res 115:205–214 (2006)206

development of the array-CGH technology and other oligo-
nucleotide-based platforms (Feuk et al., 2006a) has impor-
tant implications for both research and clinical diagnostics 
laboratories. Specific arrays targeting the micro-deletion 
and duplication syndrome regions are now commercially 
available for diagnostic purposes, alongside whole-genome 
coverage arrays which give a global view of genome imbal-
ances. The introduction of these high-throughput technolo-
gies into diagnostic and clinical settings, and possibly all 
genetic research studies (Feuk et al., 2006b), allows scan-
ning for rearrangements at an unprecedented resolution, 
but at the same time creates challenges in terms of data han-
dling, interpretation, and validation. 

  For each sample screened using a whole-genome cover-
age array-based platform, anywhere between 5 and 300 
variants might be found (depending on which of the cur-
rently available platforms was used and the stringency of 
cutoffs applied). This data must then be stored in an appro-
priate way, and regions should be validated in some way and 
then prioritized for further analysis. In order to deal with 
some of these issues we have developed new bioinformatics 
resources. The first is the public database called ‘The Data-
base of Genomic Variants’, with the aim of cataloguing all 
CNVs described in the literature in a format accessible to 
medical geneticists and molecular biologists alike. The da-
tabase was built using a new platform for data handling and 
sharing called BioXRT, which in turn is based on the Cross-
Referenced Tables (XRT) data model. For maximum trans-
lational impact, it is necessary to establish online databas-
es to facilitate information sharing within a research com-
munity. For example, for collections of locus-specific dis-
ease mutations alone, there were 262 databases as of 2002 
(Claustres et al., 2002); and the 2005 updated Nucleic Acids 
Research online Molecular Biology Database Collection in-
cluded 719 databases, an increase of 171 over the previous 
year, and this listing was far from exhaustive (Galperin, 
2005). Online databases provide many advantages, such as 
wide-accessibility, advanced querying, fast retrieval and 
persistent referencing. Despite varied content and architec-
tures, most of these databases are functionally similar; in-
stead of in-house development of such databases, if a ge-
neric and easy-to-use platform could be used a significant 
amount of duplicate effort would be avoided. The BioXRT 
platform was developed with the aim to provide a light-
weight generic solution for housing and publishing biologi-
cal data. Besides the prototypic Database of Genomic Vari-
ants described here, BioXRT has now been adapted to many 
other online databases that are widely utilized by the genet-
ics community. 

  Lastly, we present a tool named eFISH (electronic fluo-
rescent in situ hybridization), which is a BLAST-based 
 approach to predict the results of FISH and other hybrid-
ization-based assays. The eFISH program was created to 
 facilitate the selection of genomic probes and analysis of 
 results for FISH experiments, but can be used in the inter-
pretation of results from any DNA hybridization-based ap-
proaches. 

  Results and discussion 

 The Database of Genomic Variants 
 Following the initial reports on global distribution of 

CNVs in the human genome (Iafrate et al., 2004; Sebat et al., 
2004), it was apparent that the  � 300 regions described rep-
resented only a small fraction of all the CNVs in the human 
genome. Clearly, there was demand for a database where 
information on structural variants in general, and CNVs in 
particular, could be stored and accessed by the research 
community. Not only would this simplify the comparison 
of new datasets to what has already been published, but 
would also allow the compilation of up to date summary 
statistics and analysis of this type of variation. There are 
currently two existing databases which focus on collecting 
data on submicroscopic structural variation; The Database 
of Genomic Variants (http://projects.tcag.ca/variation/) 
(Iafrate et al., 2004) described for the first time in detail 
here, and the Human Structural Variation Database (http://
humanparalogy.gs.washington.edu/structuralvariation/) 
(Sharp et al., 2005). 

  The Database of Genomic Variants currently has the aim 
of cataloguing all submicroscopic structural variants  1 1 kb 
in size identified in control individuals that have been doc-
umented in peer-reviewed literature. The majority of these 
are CNVs, but there are also inversion breakpoint regions. 
The main goal of the database is to provide a user-friendly 
resource for the scientific and medical genetics community. 
The DECIPHER (DatabasE of Chromosomal Imbalances 
and Phenotype in Human using Ensembl Resources; see 
http://www.sanger.ac.uk/PostGenomics/decipher/) initia-
tive, for example, uses this as the source of its genomic vari-
ant data track. 

  The database can be searched by a genomic feature, such 
as gene name, clone name or DNA sequence ( Fig. 1 ). Alter-
natively, the contents of the database can be browsed in ei-
ther table format or in a genome browser displaying relevant 
information (e.g. gene, cytogenetic location, segmental du-
plication, genomic clone, etc). Each entry in the table is 
linked to a page that contains more detailed information 
about the locus in question ( Fig. 2 ). One recent update to the 
database is that for any variant identified in the HapMap 
sample set, we also include information on which samples 
that were found to carry a specific variant. This serves two 
purposes; first, knowing that a specific sample carries a spe-
cific variant makes it useful as a control sample when testing 
new methods or trying to find the sensitivity and accuracy 
of a certain method, and second, it facilitates further anal-
ysis of structural variants in relation to other data available 
for the HapMap samples, including SNP data and gene ex-
pression data. 

  Data currently in The Database of Genomic Variants 
 There are currently 1,267 regions of structural variation 

in the database. Of these, 1,207 have been reported as CNVs, 
37 as inversion breakpoints and the remaining 23 as regions 
containing both CNVs and inversion breakpoints. In total, 
the 1,267 variants cover 143 Mb of genomic sequence. The 
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average size of entries is 118 kb. This is likely not a reflection 
of the true size distribution of CNVs, as it is currently influ-
enced by the bias in how they were assessed. The majority 
of the variants in the database have been identified by either 
CGH arrays or by using SNP data to detect deletions by 
identifying regions showing Mendelian inconsistencies, 
null genotypes or Hardy-Weinberg disequilibrium. The 
highest resolution of the array-CGH studies published to 
date is  � 35 kb, but most arrays do not reach that level of 
resolution. Looking specifically at regions in the database 
identified by array-CGH, the average size of regions is 
289 kb. The use of SNP data is less biased in terms of the size 
of regions that can be detected, but instead is biased in that 

only deletions can be detected (and not duplications). At 
present, the database contains data from 36 research papers. 
It is important to point out that the database only reports on 
the regions described in each study, regardless of whether 
they have been validated by independent approaches. All 
methods currently used for identification of structural vari-
ation will generate some false-positive regions, and since 
these are included in the published datasets some regions 
represented in the database are not true structural variants. 
As more data is published, it will become more clear which 
of the variants are common polymorphisms and which re-
gions are rare mutations or false positives. Of all 1,267 re-
gions, 280 have been reported by two or more separate stud-

  Fig. 1.  The Database of Genomic Variants. The home page of the Database of Genomic Variants is shown. The data 
can be viewed in table format by clicking on a chromosome of interest. Alternatively, the database can be searched using 
a keyword, which could be a gene name, clone name, or cytogenetic band. If the region entered overlaps with a genom-
ic variant, it can be viewed in a genome browser or in the context of CNVs overlapping the region. The database can also 
be queried using DNA sequence. The search is based on BLAT to identify matching regions. In the top right corner a 
genome-wide overview of structural variants in the genome can be viewed. The ‘download’ link can be used for down-
loading the entire contents of the database for incorporation into other browsers.  
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ies. The region reported in most papers is the  defensin  gene 
cluster on chromosome 8, which has been identified as poly-
morphic in nine different studies.

  The most obvious link between copy number changes 
and their effect on gene expression is when the CNV di-
rectly overlaps a gene. The 1,267 CNVs currently in the da-
tabase overlap with a total of 1,298 genes, and of these 846 
are contained entirely within the boundaries of the regions 
reported to contain CNVs. It is important to point out that 
in cases where genomic clones on array-CGH experiments 
are reported to show copy number variation, it is impossible 
to determine the exact boundaries of the variant without 

performing further experiments. A more detailed analysis 
of the genes present in CNV regions shows that certain gene 
ontology categories are found at higher frequencies than ex-
pected by chance. The biological processes most signifi-
cantly overrepresented in CNV regions are shown in  Ta-
ble 1 . Genes important for interaction with the environ-
ment and defense against pathogens seem to be very variable 
in copy number between individuals. These genes may be 
amenable to copy number variation as a means to quickly 
adapt to external threat and changing surroundings. There 
are several examples where gene copy number affects re-
sponse to exposure to common drugs, e.g. increased copy 

  Fig. 2.  Detailed information about a specific variant. An example of a page displaying detailed information for 
a locus harboring a CNV is shown. A simple graphical overview is provided for genomic context information. This 
includes chromosomal position, genes and segmental duplications. If the same region has been identified in sev-
eral studies, each finding is assigned a unique variation ID. For each entry, there is a link to Pubmed to see the ab-
stract of the article from which the information is extracted. There is also detailed information about study cohort, 
sample size and methodology.  
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number pf CYP2D6 leads to faster metabolizing of debriso-
quine (Ingelman-Sundberg, 2002). A more recent example 
shows how CNVs can play important roles in defense against 
pathogens, as exemplified by carriers of extra copies of  
CCL3L1  having increased resistance against HIV (Gonzalez 
et al., 2005). 

  Scanning for copy number changes will become a rou-
tine part of many monogenic disease studies, as well as part 
of the study design to identify complex disease genes (Feuk 
et al., 2006b). The number of CNVs identified will therefore 
increase on a regular basis. There are also on-going efforts 
to identify all large CNVs in the HapMap samples, using 
multiple array-based platforms (Freeman et al., 2006). Once 
a good dataset exists for control samples, it will facilitate 
interpretation of data from studies in patient cohorts. The 
Database of Genomic Variants will continue to be updated 
as new studies are published, and will aim to provide the 
best possible resource for researchers working in the field of 
structural variation. All data will also continue to be made 
available in standardized files for incorporation into other 
genome databases.

  The Cross-Referenced Tables (XRT) data model 
 The Database of Genomic Variants is based on an open 

source database platform called BioXRT (http://projects.
tcag.ca/bioxrt). It was designed to be a generally applicable 
platform for databases in the biomedical research field. Al-
though the content and the architecture among most data-
bases in biomedicine are quite different, many of them do 
share a common cycle of tasks including: (i) collecting and 
curating data from different sources such as public data-
bases, scientific literature and internal laboratory results; 
(ii) integrating this information using an appropriate mod-
el; (iii) loading data into a relational database, and (iv) pro-
viding a web-based interface for users to query and browse 
the data in a read-only fashion. When updating with new 
data, they follow a repetitive cycling pattern. These com-
mon tasks make it practically feasible to build and maintain 
a biology database using a generic platform. By avoiding in-
house development, a generic approach can prevent unnec-
essary duplication of effort.

  A data model is a description of the data for a particular 
subject area, how they are defined and organized, and how 
they relate to one another. It includes the data items and 
their relationship. Taking the large diversity and fast emerg-
ing pace of biological data (in this case structural variation 
data) into account, a broadly applicable and extensible data 
model is essential for a generic approach to build biological 
databases. With this in mind, we developed a data modeling 
system termed Cross-Referenced Tables (XRT). For sim-
plicity, the XRT model uses tab-delimited flat files (i.e. text 
tables) as a basic modeling unit to keep data items. A text 
table structured by a field/value convention is the most nat-
ural format and is commonly used in many public biological 
data sources. It is capable of storing arbitrary data items by 
simply adding new fields, and is generally applicable to any 
textual information. Additionally, no special tool is needed 
to prepare or parse a text table. However, it also has some 
caveats, such as lack of referencing and constraints, and dif-
ficulty in modeling complex data with a single table. To 
overcome these limitations, we applied several rules to the 
text tables, basically, injecting mechanisms to handle rela-
tionships among data items.

  XRT is a simple file schema, which encapsulates data in 
an object hierarchy with arbitrary attributes and relation-
ships. It organizes data into different classes according to its 
biological meaning (e.g. gene, Gene Ontology term and 
OMIM entry). Each class has as many attributes as neces-
sary to describe the properties of its elements, and its attri-
butes can be settled in one or more XRT tables. An XRT 
table is a tab-delimited flat file. The first line specifies the 
attribute names, while the following lines contain the ac-
tual attribute values for elements with each element having 
a unique identifier (ID, primary key in database terminol-
ogy). Special attributes called P_ID for parent ID and C_ID 
for child ID keep track of references between data elements 
(in database terms, these relationships are known as foreign 
keys). The relationship can be one to one, one to many, 
many to one, or many to many. The XRT class name is de-
fined as the string before the first dot (.) of the XRT table 
file name, for example, the class name of XRT table Tran-
script.main.xrt is Transcript. Online documentation on de-

GO ID GO term Observed All gene Expected Ratio

GO:0007565 pregnancy 13 43 1.1 11.881
GO:0006805 xenobiotic metabolism 8 28 0.7 11.228
GO:0009613 response to pest, pathogen or parasite 5 25 0.6 7.859
GO:0006952 defense response 12 77 2.0 6.124
GO:0007600 sensory perception 38 486 12.4 3.073
GO:0006968 cellular defense response 5 67 1.7 2.933
GO:0008152 metabolism 15 371 9.4 1.589
GO:0005975 carbohydrate metabolism 9 224 5.7 1.579
GO:0006955 immune response 12 308 7.8 1.531

GO terms for biological processes that are significantly overrepresented for genes in CNV 
regions are shown. Only categories with more than five genes observed and GO level 2–5 are 
included. 

Table 1. GO terms describing biological 
processes for genes within CNVs
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tailed XRT specification is available at http://projects.tcag.
ca/bioxrt/xrt_spec.html. An example XRT model of the 
gene-centric data is shown in  Fig. 3 A, where data is orga-
nized into three classes, and is physically contained in four 
XRT tables.  Figure 3  also illustrates how XRT tables can be 
transformed into a unified vertical format (Fig. 3B) for eas-
ier data storage and manipulation, and data in this vertical 
format can later be converted back to a human readable table 
(Fig. 3C), which integrates the original XRT tables. The XRT 
model used in the Database of Genomic Variants is available 
at http://projects.tcag.ca/variation/download.html. 

  Implementation of the BioXRT platform.  While having 
data modeled in XRT, we developed the BioXRT platform 
to provide XRT data storage and web presentation. An over-
view of the BioXRT platform is shown in  Fig. 4 . It is imple-
mented in Perl, and is built exclusively upon open source 
components such as MySQL and BioPerl (http://www.bio-
perl.org). These choices reflect the easiest configuration to 
install, however, the schema and configuration are appli-
cable to any permutation of platform factors and support 
will be provided to labs choosing to implement it in a dif-
ferent setup. To build a particular online database using 

A. Cross-referenced tables (XRT): 

CLASS: Gene    TABLE: Gene.xrt

ID Symbol HGNC Symbol Type C_ID/LocusLink …
GA0005 ADCY1 ADCY1 Known Gene LL000107 …

… … … … … …

CLASS: LocusLink    TABLE: LocusLink.xrt

ID LL ID Name OMIM …
LL000107 107 Adenylate cyclase 1 103072 …

… … … … …

CLASS: Transcript   TABLE: Transcript.main.xrt

ID Variation ID Source Seq P_ID/Gene …
T00006 0 L05500&;AF497515 GA0005 …
T00007 1 BC041473 GA0005 …

… … … … …

CLASS: Transcript    TABLE: Transcript.express.xrt

ID amygdala thalamus thymus tonsil …
T00006  0.266 -0.595 0.461 …

… … … … … …

C. Integrated output (not all attributes are shown):

Gene ID Type Symbol Gene Name 
LocusLink

ID
OMIM

Transcript
ID

Source Sequence
Amygdala 
express

Thalamus
express

…

GA0005 Known
Gene ADCY1 Adenylate 

cyclase 1 107 103072 T00006
T00007

L05500;AF497515
BC041473  0.266 …

… … … … … … … … … … … 

B. Vertical format: 
REF_ID CLASS ATTRIBUTE VALUE 

GA0005 Gene ID GA0005 
GA0005 Gene Symbol ADCY1 
GA0005 Gene HGNC Symbol ADCY1 

GA0005 Gene Type Known
Gene

GA0005 Gene C_ID/LocusLink LL000107
… … … … 

LL000107 LocusLink ID LL000107
LL000107 LocusLink LL ID 107 

LL000107 LocusLink Name Adenylate 
cyclase 1

LL000107 LocusLink OMIM 103072 
… … … … 

T00006 Transcript ID T00006 
T00006 Transcript Variation ID 0 
T00006 Transcript Source Seq L05500 
T00006 Transcript Source Seq   AF497515
T00006 Transcript P_ID/Gene GA0005 
T00007 Transcript ID T00007 
T00007 Transcript Variation ID 1 
T00007 Transcript Source Seq BC041473
T00007 Transcript P_ID/Gene GA0005 

… … … … 
T00006 Transcript thalamus 0.266 
T00006 Transcript thymus -0.595 
T00006 Transcript tonsil 0.461 

… … … … 

  Fig. 3.  XRT example and its format trans-
formation. ( A ) Four cross-referenced tables, 
XRTs; ( B ) the vertical format of the original 
XRTs; ( C ) integrated output of the source XRT 
tables. The XRT model is very flexible for 
changes and adding new data types. New table 
(with new attributes) can be added to an exist-
ing class later on without touching any exist-
ing table(s), and different tables (even for the 
same class) can be generated and maintained 
separately as long as appropriate referencing 
is kept. This feature allows database expan-
sion of new data and facilitates integration of 
data from scattered sources. 
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  Fig. 4.  Overview and data flow of the 
BioXRT platform. To build an online database 
using the BioXRT platform, one starts with 
modeling domain specific data into XRT. 
XRT tables can then be loaded into a relation-
al database. Data accessing API serves as a 
bridge between web applications and the XRT-
DB. Two standard web tools (TBrowse and 
XView) provide user-friendly interfaces for 
data querying and browsing. With relative 
ease, users with special needs can develop 
their own web applications which access XRT-
DB via API, TBrowse or XView. XRT data ac-
cessing through a SOAP server provides a 
program-friendly interface for robust data in-
tegration.  
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BioXRT, first of all, we needed to model the data in XRT, i.e. 
define classes and their relationships, such as the example 
model shown in  Fig. 3 . Then, data from either internal re-
sults or external sources is converted into XRT tables. A Perl 
script named ‘bulk_load_xrt.pl’ can later transform all 
XRT tables to the vertical format, and load them into the 
database and build the requisite indices. For the default im-
plementation, the MySQL database management system 
was used to host XRT data because of its open source status, 
and its superior performance in read-mostly environments. 
Any SQL92 compliant database engine could be used with 
relative ease.

 In order to provide an efficient, user-friendly and widely 
accessible interface to an XRT database, we have imple-
mented a web application called TBrowse. The browser ac-
cesses the XRT database via a standard connection such as 
the Perl DBI, with an XRT-specific API which translates the 
data requests into appropriate SQL queries, and converts 
results into HTML tables. Several options can be custom-
ized to the output table (e.g. table title, column headers, and 
hyperlinks). For additional details about the table configu-
ration, an online tutorial is provided at http://projects.tcag.
ca/bioxrt/tutorial. In addition to browsing pre-defined ta-
bles, TBrowse also functions as a data retrieval tool, users 
can perform keyword searches, select columns to show and 
filter records on certain column(s) to obtain their data of 
interest. Output of TBrowse can be exported and download-
ed in several formats: tab-delimited flat file, XML and Mi-
crosoft Excel file. Besides the interactive web interface, 
URL-based access to the XRT database is also supported in 
TBrowse. Due to the simplicity of a two-dimensional table, 
TBrowse is not entirely ideal in displaying data of complex 
structure. Another web application called XView was im-
plemented, which can recursively handle (theoretically) un-
limited levels of XRT relationship in a hierarchical struc-
ture. XView presents data in an easy-to-understand hierar-
chical tree reflecting the logical relationship of XRT data 
items (an example of XView output is shown in  Fig. 2 ). Sim-
ilar to TBrowse, the tree structure is defined in a user-man-
aged configuration file.

   BioXRT sample and proof of concept databases.  Besides 
The Database of Genomic Variants mentioned above, 
BioXRT has also been successfully applied in several of our 
online projects in a wide range including: the Human Chro-
mosome 7 Annotation Project (Scherer et al., 2003) (http://
www.chr7.org), the Genome Segmental Duplication Project 
(Cheung et al., 2003) (http://projects.tcag.ca/humandup), 
the Autism Chromosome Rearrangement Database (Xu et 
al., 2004) (http://projects.tcag.ca/autism/), the Genomic 
Clone Database (http://projects.tcag.ca/gcd/, Zhang et al., 
unpublished), and the Lafora Progressive Myoclonus Epi-
lepsy Mutation Database (Ianzano et al., 2005) (http://proj-
ects.tcag.ca/lafora/). Within the chromosome 7 database, 
BioXRT is the primary harness for gene-centric data that 
are derived from diverse sources. There are currently 21 
XRT tables representing 18 classes. Each table can be main-
tained individually, even by different curators. When new 
data needs to be integrated, it is simply converted into XRT 

format while referencing existing data correctly, and the 
configuration file is updated. After being uploaded, the new 
data gets integrated automatically, with no need for data-
base structure changes or program modifications. 

  With the BioXRT platform available, setting up an on-
line biological database becomes significantly easier, with 
solutions for database schema design programs for data 
query and presentation already built in. The only thing us-
ers need to do is to model their data in XRT, which is like a 
simplified version of the relational database schema design, 
since only the logical design phase is involved, and no nor-
malization or other physical design concerns are required.

  Biological data is rarely static due to the fast pace of new 
data emergence, change is unavoidable no matter which 
modeling tool has been used. This means that considerable 
effort is needed for data re-modeling. The advantages of 
XRT’s simplicity stand out while handling data model 
changes, which actually was the initial motivation of the 
BioXRT project. Modification (adding, changing and delet-
ing) of the XRT classes and/or their attributes can be easily 
done through the updating of XRT tables. More important-
ly, due to the content-independency of the BioXRT plat-
form, no effort is needed for database or program re-engi-
neering to accommodate the updated XRT model. Thus, the 
XRT model is highly flexible and broadly applicable, and 
the reusability of the BioXRT platform is maximized.

  We believe the light-weight approach presented here is 
an attractive solution for biological data sharing. This open 
source initiative was developed with two missions; first, to 
allow biologists the ability to quickly bring their research 
data online, where data is widely accessible throughout the 
world, and secondly, to provide outside developers the op-
portunity to contribute their own ideas and requirements to 
enhance BioXRT’s ability to accomplish biological goals.

  eFISH 
 With the exception for regions commonly interrogated 

by FISH in diagnostic labs and in targeted research studies, 
the majority of genomic clones including those used in the 
sequencing and assembly of the human genome reference 
sequence, have not been mapped in a standardized way. 
Choosing suitable clones for FISH experiments can there-
fore be problematic, as many clones give rise to multiple 
hybridization signals, making the FISH results difficult or 
impossible to interpret. One of the problems with the large 
amounts of data being generated using array-CGH is valida-
tion of the results. FISH is one common approach for vali-
dation of clone based array results, and ideally the same 
clone as the one giving rise to a signal on the array should 
be used. The fact that many CNVs overlap regions of seg-
mental duplications (low copy repeats) (Fredman et al., 
2004; Iafrate et al., 2004; Sharp et al., 2005) further compli-
cates analysis of FISH results for these regions. 

  In order to simplify the choice of clones for FISH exper-
iments and facilitate the interpretation of results where 
multiple hybridization signals appear, we have developed an 
in silico FISH simulation program called eFISH. The input 
sequence can be any clone or region that can be anchored to 
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specific coordinates in the human genome reference assem-
bly, e.g. a BAC clone, a fosmid or chromosomal coordinates. 
This sequence is first repeat masked in an effort to mimic 
the COT-1 blocking of repeats commonly used in FISH ex-
periments. The repeat-masked sequence is next compared 
to the reference human genome sequence using Mega-
BLAST (Zhang et al., 2000). A sliding-window approach is 
used, and the input sequence is compared to a 100-kb win-
dow from the genome at a time, sliding 50 kb per window 
( Fig. 5 ). If the BLAST results within a window show a total 
unique alignment length of 2% or higher (i.e. at least 2 kb in 
the 100-kb window), it will be shown in the output. The re-
sult would always be expected to give the best match for the 
region the sequence was taken from. Any additional peaks 
in the output represent regions of high identity in other 
parts of the genome, which may give rise to multiple hybrid-
ization signals in FISH experiments ( Fig. 6 ). 

  In order to test how well the eFISH simulations reflect 
actual results, a number of test assays were designed which 
were run using both FISH and eFISH. In all cases where one 

or two regions were indicated by eFISH, those regions were 
also detected in the FISH experiment. When multiple re-
gions were indicated by eFISH, regions that gave a very low 
score were sometimes not seen in the actual FISH result. 
However, this seems to be due to variability between ex-
periments and may to some extent depend on the composi-
tion of the underlying sequence. In certain experiments, the 
hybridization intensities are stronger overall, and then also 
the signals just above the threshold in the eFISH tool gave 
rise to weak signals in the FISH experiment. eFISH is imple-
mented as a widely accessible web tool. DNA sequence 
BLASTing has been pre-computed, which substantially 
speeds up the performance. Usually it takes only one or two 
seconds to give the prediction for one probe. eFISH is freely 
accessible at http://projects.tcag.ca/efish.

  In our experience, eFISH is an accurate predictor of the 
outcome of FISH experiments. We routinely check all po-
tential probes in eFISH before they are ordered, and it is a 
helpful part of the process for choosing the optimal probe 
for a specific region. Applying this as a step in the experi-

BLAST

Regions that have a score that is higher than a certain threshold (2%) will each show a peak

Scoring: scan the chromosome window by
window to get probe coverage (window size:
100 kb, step: 50 kb)

%22%56%7%28%58%0

Simulation of COT-1 repeat masking 

Repeat-masked DNA
sequence

Reference DNA sequence

3 3%

  Fig. 5.  Overview of the eFISH analysis process. Input sequences are first repeat-masked and then BLASTed against the genome 
in 100-kb sliding windows. When significant alignment is found ( 1 2 kb of sequence within a window) it will be indicated by a 
peak in the result output. The height of the peak is relative to the amount of matched sequence within the 100-kb window.  
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5rhc

6rhc

22rhc

51rhc

B Fig. 6.  Comparing eFISH to FISH. Shown in  A  is an example of the 
results reported from the eFISH program. In this case two probes, 
RP11-365N20 (clone end accession numbers are AQ543813 and 
AQ543816) and RP11-24O14 (clone end accession numbers are B89373 
and B89383), were entered as search terms. In these two instances the 
entire clone sequence is not known so their end-sequences are used to 
identify the intervening sequence from the human genome reference 
assembly, and this is used for the BLAST analysis. All chromosomes 
where any of the two probes give a significant hit are shown. RP11-
365N20, shown in red, gives a single signal on chromosome 15. RP11-
24O14, shown in green, generates hits on four different chromosomes, 
with several signals on chromosome 5. In  B , the results from an actual 
FISH experiment using the same two clones are shown. As expected, 
RP11-365N20 yields a single signal on chromosome 15, while RP11-
24O14 shows signals on chromosomes 5, 6 and 22. All these hits, in-
cluding the multiple signals detected on chromosomes 5 and 6, were 
predicted using the eFISH program. eFISH also predicted very weak 
hybridization to chromosome 20, but these cannot be seen in this ex-
periment. The signal intensity often varies between experiments, and 
signals predicted by eFISH to be very low may not be detected in all 
experiments. Genomic clones for FISH hybridization experiments are 
available from several sources including BACPAC Resource Center 
(http://bacpac.chori.org/) and The Centre for Applied Genomics 
(www.tcag.ca), to name a few.
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mental design also increases the success rate for our exper-
iments and therefore decreases cost for failed or un-inter-
pretable assays. In difficult regions containing segmental 
duplications, the results of eFISH are also helpful for inter-
pretation of the data.

  Summary 

 The complexity of genomic variation data requires the 
development of special databases, bioinformatics tools, and 
algorithms compatible to a diverse range of users, and to 
other databases. The resources described here provide a rel-
evant and reliable information source for the study of struc-
tural variants in the human genome. The Database of Ge-
nomic Variants will continue to be improved including the 
curation and updating of new material, as it becomes avail-
able. The overall project will be considered a success when 

an equal number of molecular biologists, medical geneti-
cists, physicians, and diagnostic laboratories utilize the in-
formation for a better understanding of the role of genomic 
variation in development and disease.
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